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Abstract— Face recognition algorithms can be categorized into
5 based methods of linear and non-linear projection, namely:
artificial neural network-based method of non-linear, Gabor
filters and wavelets based methods, fractal-based methods and
methods based on thermal and hyperspectral. PCA is a statistical
method that can explain the formulation of artificial neural
networks and is designed to process the multidimensional
information. With the PCA method to do efficient calculation
where multidimensional information can be simplified into a
number of variables, dimensions and factors serve as the basic
component. Many researchers use PCA method that allows
modeling of a human face by using the parameters in limited
quantities. One advantage PCA method is the ability to process
high-dimensional data modeling that cannot be done by many other
methods because it requires a covariant matrix inverse. PCA is a
better method than matching pursuit (MP), especially on the use of
time, fast and efficient. The purpose of this study was to analyze the
images using image recognition algorithms to calculate the distance
euclidean PCA. The result of this research is the image
recognition can be performed using PCA algorithm to form a
basis vector as the basis for calculating the normalization of an
image. Euclidean distance calculations will provide clarity
regarding the degree of similarity and dissimilarity drawing a
picture
Keyword : Principal Component Analysis, Euclidean distance

|. INTRODUCTION

ITH the growing need for non - invasive system the

introduction of facial recognition into an area that is
very popular among researchers. So many variations of
algorithms that can be used for face recognition process is
researched and there are several methods of evaluation are used
to test the algorithm. However, existing research is still
needed to be improved so that it can be implemented practically
to solve real problems in life. Face recognition algorithms can
be categorized into 5 based methods of linear and non - linear
projection , namely : artificial neural network- based method of
non - linear, Gabor filters and wavelets based methods , fractal -
based methods and methods based on thermal and
hyperspectral[1]. Facial pattern recognition has been a concern
for two decades. However, there is still a problem unsolved
that require further research . Some of the challenges faced by
engineering castaways face is among other things a variation of
the position , facial expression , age

and lack of lighting . In a face pattern recognition with such a
large -scale identification of Driver Licenses (SIM), the data
training generally consists of only one image of each person .
This situation poses a problem because the data are limited
testing . Many face recognition techniques assume that there
are a lot of image data on the personal and the technique will
have difficulty identifying if there is only one sample data
only[2]. PCA is a statistical method that can explain the
formulation of artificial neural networks and is designed to
process the multidimensional information. With the PCA
method to do efficient calculation where multidimensional
information can be simplified into a number of variables,
dimensions and factors that serve as the basic components [5] .
By using permutation testing , PCA can form a matrix that sets
the value that have relevance to the basic components [6] .
Many researchers using PCA method that allows modeling of
a human face by using parameters with a limited number [7].
One advantage PCA method is the ability to process high-
dimensional data modeling that cannot be done by many other
methods because it requires the matrix inverse covariant [8].
PCA is a better method than matching pursuit (MP) , especially
on the use of time quickly and efficiently [9]. The purpose of
this paper is to analyze the images using image recognition
algorithms to calculate the PCA euclidean distance between the
training data and experimental data and review the
recognition of an image with a limited testing of 15
experimental data.

A. Principal Component Analysis

The most popular method in face recognition techniques are
principal component analysis (PCA), fisher linear discriminant
analysis (LDA) and locality preserving projections (LPP)[2].
One algorithm commonly used in facial pattern recognition is
the Principal Component Analysis (PCA). PCA using a basis
vector corresponding to the maximum variance direction of
the image data that is supported by a covariance matrix
calculation. Covariance matrix will generate a vector basis
Eigenface as the projection matrix. Normalization basis vectors
is done before the vector used in the next step . Stages of
training at the PCA can be seen in Figure 1 [1].



Proceeding of the 2" Informatics Conference 2016 (ICF-2016) June 18, 2016, at Universitas Budi Luhur, Jakarta,

Indonesia, Editor: Setyawan Widyarto, ISSN: 2477-5894

g Covariance | Eigen
— Ad Matrix Salvar
J
Covariance | Elgen Eigan
Mean Subtracted Matrix Satver actars
Images in vester form

Figure 1. Phase training at PCA

Eigen Selected Basis
Vectors | Vectors

Vettors

Multiply |Salacted Basis
> ‘ Vactors

Vactors

At the stage of projection, the image that has been in the
form of two dimensions simultaneously multiplied by the
projection matrix that has been previously established so as to
form a matrix vector with a lower dimension. There are three
databases that can be used for the comparison is FERET, YALE
and ORL. FERET databases are generally used for testing
FERET evaluation, testing facial pattern (FRVT) and many are
also used by researchers with different algorithms. ORL
database is one of the oldest most popular database. The reason
why many researchers use these databases is therefore
provided a fairly complete picture, there are 10 different images
for each of 40 subjects so total there are 400 pictures. YALE
database consists of 165 images of 15 subjects consisting of 11
variations. Variation consists of three lighting conditions and
facial expressions 6 variations of the object. There are 4
measurement matrix within which the calculation of the
Euclidean distance, Euclidean Cosine, Mahalanobis and
Mahalanobis Cosine [1].

B. Euclidean distance

Euclidean distance is the calculation of the distance of two
dots in Euclidean space (Euclidean space). Euclidean space to
study the relationship between angles and distances was
introduced by Euclid, a mathematician from Greece around
300 B.C. This relates to the Euclidean theorem of Pythagoras
and is usually applied to the dimensions of 1, 2 and 3 and it also
simple when applied to a higher dimension. In the calculation
of one-dimensional exemplified first point is 4 and the second
point is -10. How to calculate by subtracting the distance is -
10 to 4, resulting in a negative 14. The absolute value of the
value of -14 can be obtained with the power two of the number
that gets the value 196, then rooted so get a value of 14. So
the euclidean distance of 2 points is 14.

The 2-dimensional calculation is almost the same way. For
example, the first point has the coordinate (1, 2). The second
point is on the coordinate (5, 5). To calculate the distance, it is
subtracting the coordinates of the second point with the first
point. Namely, (5-1,5-2) in order to obtain the coordinates (4,3).
Then rank each so as to obtain (16,9). Then add all of them so
as to obtain a value of 16 + 9 = 25. These results are then rooted
to 5. So its euclidean distance is 5 as in Figure 2.
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Figure 2. Euclidean distance

The calculation of the Euclidean distance can use the formula
as in Figure 3.

d= JI(X — %)%+ (Y1 —¥2)?

Figure 3. Euclidean equation

C. Implementation

In conducting the study used a database of YALE by the
number of samples is 15. Pictures were taken at random from
several variations of lighting and facial expressions. The images
used have a grayscale color patterns with a file size
320x243. Examples of imagery used can be seen in Figure 4

[3].
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Figure 4. YALE database

In the present study used the PCA method with the following
steps:

e Making the matrix to accommodate 15 pictures of
YALE database.

¢ Do reshape against each matrix, forming a row vector
15 vectors.

e Do the calculation of average or mean of all vector lines.

e Do reduction of 15 vector line with the average value
has been calculated in the previous step.

»  Calculates covariance matrix of all the row vector whose
value has been reduced by a mean value.

e Calculating the Eigenvalue and eigenvector in each row
vector called Eigenface .
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e The final result is obtained by multiplying the basis
vectors vector line with Eigenface .

»  For phase matching the images to be compared to the
calculation such as testing image obtained final result
vector row that is multiplied by Eigenface ( normalization
).

e Perform Euclidean distance calculations to determine the
outcome.

Subsequent calculations are implementations using MatLab
to calculate the PCA to the 15 sample testing images that were
discussed in the previous section . The algorithm in matlab can
be shown in Figure 5.

% -—- Executes during object creation,

after setting all properties.

function citraasli CreateFcn(hCObject, eventdata, handles)

itraasli (see Gf

[bl,kl]=size(cl);

clr=reshape (c1,1,b1%k1);

G_all=[clr c2r c3r c4r cir cér c7r cBr cSr clldr cllr cl2r cl3r cldar clSar];
c_mean=mean(c_all):

cln=cl-c_mean;

covil=cov(cin) ;

[V1,D1] = eig(covl):

Di=diag(Dl);

ml=V1(:,find (D1==max (D1))):

fl=ml'*cin';

Figure 5. PCA algorithm

The results of calculation of the mean of 15 basis vectors is
0.723. Table 1. is the result of the row vector of the picture
number 1 that has been multiplied by Eigenface or also known
as a vector normalization as a comparison image testing.
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Tabel 1. Row vector for picture number 1

Euclidean distance calculation algorithm in MatLab can be
shown as in Figure 6.

function Euclidean = vektor(citra s, citra t)
global Folnter rec

ME=mean? (&) ;
MB=mean2 (B} ;

ER=entropy (&) ;
EB=entropy(B);

Sh=std2 (&) ;
SB=std2 (B);

Eu=sqrt ( (MA-MB) "2+ (EA-EB) “2+ (SA-5SB) ~2) ;
Euclidean = Eu;l

Figure 6. Euclidean algorithm

By using MatLab GUIDE display design is shown in Figure
7. In the design of the display there are 15 boxes that can be
used to accommodate 15 images according to user needs. Once
the images are visible on the display, the user can make the
process of normalizing the vector row by pressing Mean
located in the middle menu .
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Figure 7. Display design

In order to do a comparison between the testing image and
the training image, it can make the selection of files to be
compared so that images can be shown in the box on the bottom
left . After that to determine the Euclidean distance can be
selected menu "Check™ so that in each image seen figures
showing the Euclidean distance between the testing image with
training images.

D. Research result

Sampling was done by random that way provide an
opportunity or equal chance of each element in the population
to be selected as a sample. Measurements in this study using
accidental sampling , where sampling can be done by chance
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or represent all the information needed[4]. The result of this
research is the conclusion of the testing that has been done.
The test results based on the specifications of the application
indicates that the application is successful for the calculation
Eigenface and normalizing the vector of each image.

Tabel 2. Result

Factors tested in calculating the Euclidean distance factors
include the average , standard deviation and entropy. The test
results can be seen in Table 2. From the results of these tests
can be drawn some conclusions :

e The average value of the fit between training images

and test images is 69 %.

e Highest suitability value is 97% contained in the image
number 2.

e The highest discrepancy was found in the picture number
5 where only scored 28%. It becomes a record because
the value of the image number 5 in accordance with the
picture number 6 even though from a visual, not seen
the similarity between image number 5 and image
number 6.

 When do facial recognition with images that are not
registered in the training image recognition errors will
occur at 74 %

Il. CONCLUSION AND SUGGESTION

Image recognition can be performed using PCA algorithm
to form a basis vector as the basis for calculating the
normalization of an image. Euclidean distance calculations
will provide clarity regarding the degree of similarity and
dissimilarity drawing a picture. The number of images of testing
as many as 15 images no possibility of error image recognition.
This can be seen in the picture number 6 which is similar to the
picture number 5 instead of the actual image.

Future studies could use the algorithm LCC and LDA as a
comparison result of the PCA as well as using other methods
of calculation as the Mahalanobis distance on the database
FERET or ORL.
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